Genome Recognition by MYC
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MYC dimerizes with MAX to bind DNA, with a preference for the E-box consensus CACGTG and several variant motifs. In cells, MYC binds DNA preferentially within transcriptionally active promoter regions. Although several thousand promoters are bound under physiological (low MYC) conditions, these represent only a fraction of all accessible, active promoters. MYC overexpression—as commonly observed in cancer cells—leads to invasion of virtually all active promoters, as well as of distal enhancer elements. We summarize here what is currently known about the mechanisms that may guide this process. We propose that binding site recognition is determined by low-affinity protein—protein interactions between MYC/MAX dimers and components of the basal transcriptional machinery, other chromatin-associated protein complexes, and/or DNA-bound transcription factors. DNA binding occurs subsequently, without an obligate requirement for sequence recognition. Local DNA scanning then leads to preferential stabilization of the MYC/MAX dimer on high-affinity DNA elements. This model is consistent with the invasion of all active promoters that occurs at elevated MYC levels, but posits that important differences in affinity persist between physiological target sites and the newly invaded elements, which may not all be bound in a productive regulatory mode. The implications of this model for transcriptional control by MYC in normal and cancer cells are discussed in the light of the latest literature.

Specific binding of transcription factors (TFs) to their functional sites in the genome is a fundamental step in transcriptional regulation. The ENCODE project (ENCODE Project Consortium 2012) has recently revealed the amplitude and complexity of the regulatory lexicon that tells TFs where to bind in different cellular contexts. Mutations in regulatory regions have emerged as a key process in evolution and disease, as relevant—if not more so—as mutations in coding regions (ENCODE Project Consortium 2012; Schaub et al. 2012). Coordinated efforts at both the computational and experimental levels in the last decade have tried to model and rationalize the way in which low-abundance proteins such as TFs selectively recognize a specific set of binding sites in the genome and how this could be subverted during disease (reviewed in Segal and Widom 2009; Guertin and Lis 2012). We will focus here on what is known about the interactions with the genome of a particular factor, MYC, encoded
by the c-MYC (herein MYC) proto-oncogene. However, the basic principles we will describe are shared by other TFs.

Direct oncogenic activation of MYC occurs through structural alterations that cause its deregulated expression, most dramatically through gene translocation in Burkitt’s B-cell lymphomas (Küppers and Dalla-Favera 2001), as well as amplifications in a range of different tumor types (see Roussel and Robinson 2013; Schmitz et al. 2014). Most importantly, MYC is frequently overexpressed in cancer even if not structurally altered, being induced or stabilized by growth-regulatory pathways that are themselves targets of activating mutations (e.g., Ras, Wnt, Notch signaling). In this setting, deregulated MYC expression directly contributes to the growth-promoting and oncogenic potential of the mutant pathway (Efstratiadis et al. 2007; Sansom et al. 2007; Sharma et al. 2007; Conacci-Sorrell et al. 2014). Thus, even when not mutated itself, MYC is believed to be a general driver of tumor progression and maintenance. This has led to the concept that MYC, and/or the genes that it controls, might represent important therapeutic targets. Indeed, in MYC-driven mouse tumor models, MYC inactivation can elicit tumor regression (Felsher and Bishop 1999; Jain et al. 2002; Shachaf et al. 2004; Soucek et al. 2008; Felsher 2010). In addition, targeting endogenous MYC caused regression of tumors driven by a ras oncogene (Wilkins and Sansom 2008; Soucek et al. 2013; Gabay et al. 2014).

MYC is a TF of the basic helix-loop-helix-leucine zipper (bHLH-LZ) family. These proteins form specific homo- or heterodimers via the HLH-LZ domains, as a prerequisite for DNA binding to the general “E-box” consensus CANNTG, mediated by the basic regions (Blackwell and Weintraub 1990). MYC has only one known dimerization partner, MAX (Blackwood and Eisenman 1991), and binds the E-box CACGTG, or variants thereof (Blackwell et al. 1990, 1993; Solomon et al. 1993). Although MAX can also homodimerize or interact with MXD or MNT proteins forming repressor complexes (Ayer et al. 1993; Zervos et al. 1993; Hurlin et al. 1995, 1997), MYC cannot homodimerize or bind other partners, at least under physiological conditions. As a consequence, its interaction with MAX is crucial for MYC-dependent gene regulation, cell-cycle progression, apoptosis, and transformation (Amati et al. 1992, 1993a,b; Kretzner et al. 1992; Mukherjee et al. 1992). Interestingly, heterodimerization with MAX is required not only when MYC binds E boxes, to which MYC/MAX heterodimers bind directly, but also for binding to “nonconsensus” sites (Mao et al. 2003). MYC/MAX dimers are presumably recruited to these alternative sites through protein–protein interaction with other DNA-binding factors such as Miz-1 (Seoane et al. 2001; Staller et al. 2001), Sp1 (Gartel et al. 2001), NF-Y (Izumi et al. 2001), Smad2/3 (Feng et al. 2002), and YY1 (Shrivastava et al. 1993). One potential explanation, at least for Miz-1 binding, is that dimerization with MAX is required for the correct folding of MYC (Adhikary and Eilers 2005; Wiese et al. 2013; Conacci-Sorrell et al. 2014).

THE GENOMIC ERA: INTERACTION OF MYC WITH PROMOTERS AND ENHANCERS

ChIP-seq analyses for MYC in different human cell types (including normal and cancer cells) as part of the ENCODE project (Lee et al. 2012) revealed a considerable variation in the proportion of binding events that occur in promoters, ranging from 45% to 75% depending on the cell type. These observations confirm and extend previous analyses that reported the existence of MYC-bound regions also outside of annotated promoters or CAGE tags (cap analysis of gene expression), marking transcriptional initiation sites (Seitz et al. 2011; Perna et al. 2012). Recent work based on chromatin profiling has revealed that most of these distal MYC-binding sites can be classified as active enhancers, based on the presence of the histone marks H3K4me1 and H3K27ac (Lin et al. 2012; Nie et al. 2012; A Sabo, T Kress, M Pelizzola, et al., submitted).

Based on a B-cell line in which MYC overexpression is driven by a Tet-repressible promoter (P493-6), Lin et al. (2012) found that when expressed at low levels MYC binds almost exclusively promoter regions (of expressed genes), whereas when overexpressed it basically invades
all “open” promoters and enhancers. Of notice, we obtained similar results in a transgenic mouse model of MYC-driven lymphomagenesis, showing that during tumor progression MYC gradually invades those promoters and enhancers that are already active in naïve B cells, which never experienced MYC overexpression (A Sabò, T Kress, M Pelizzola, et al., submitted). DNA binding in conditions of “high MYC,” even if widespread, does not become sequence independent, but is less selective, including variant sites that have lower affinity for MYC/\textit{MAX} in vitro (Lin et al. 2012; A Sabò, T Kress, M Pelizzola, et al., submitted). \textit{MAX} is cobound to the same regions, indicating that DNA binding still occurs through the MYC/\textit{MAX} heterodimer.

These findings confirm and expand earlier studies. Based on quantitative ChIP-PCR analysis of selected DNA regions, Fernandez et al. (2003) showed that when expressed at relatively low levels, MYC preferentially interacted with promoters containing E boxes, relative to either promoters without E boxes or E boxes outside a promoter context. When overexpressed, MYC not only associated at increased frequency with low-affinity E-box targets but also, at extreme levels, with other sequences, suggesting that some binding could be less sequence specific (Fernandez et al. 2003; Orian 2003; Guccione et al. 2006; Zeller et al. 2006). Most importantly, however, “high-affinity” and “low-affinity” binding sites could still be distinguished by differential MYC levels, indicating that relative binding affinities were intrinsic properties of those sites, and were not altered on overexpression of MYC.

An important feature enriched among MYC-binding sites is the CpG island (Fernandez et al. 2003; Zeller et al. 2006), which is known to be associated with active chromatin (Deaton and Bird 2011). Indeed, MYC-targeted promoters are invariably associated with an active chromatin profile (H3K4me1, me2, me3, H3K27ac, and others) and in no case does MYC appear to bind compacted, heterochromatic domains even in the presence of a canonical E-box motif (Guccione et al. 2006; Kim et al. 2008; Lin et al. 2012; A Sabò, T Kress, M Pelizzola, et al., submitted). In this regard, important observations were made during induced pluripotent stem cell (iPSC) reprogramming (Soufi et al. 2012). Here MYC cooperated with Oct4, Sox2, and Klf4 (OSK) but required prior OSK activity to access closed chromatin. In other words, MYC was not acting as a pioneer transcription factor, but required prior opening of chromatin domains by OSK (although, once bound, MYC also enhanced the interaction of OSK with chromatin). In summary, sequence recognition by MYC comes second to recognition of (and/or access to) an open chromatin context, and E boxes outside of such context are not significantly bound.

While in prokaryotes DNA sequence elements are the only determinants of transcription factor binding, in eukaryotes these elements can be masked by nucleosomes, and need to be positioned in accessible regions to be recognized by the corresponding TF. Indeed, computational modeling revealed that the presence of binding motifs together with chromatin accessibility (defined as DNaseI hypersensitive sites) is enough to predict the vast majority of transcription factor binding sites that are mapped experimentally through ChIP-seq experiments (Kaplan et al. 2011; Pique-Regi et al. 2011; Arvey et al. 2012). Other mechanisms that may restrict access of TFs to selected chromatin domains include higher-order chromatin organization and nuclear compartmentalization, as well as interactions with proteins that recognize specific histone marks, the so-called “readers” (Kouzarides 2007). These mechanisms were nicely illustrated by work comparing the binding profiles for HSF (heat-shock factor) in the genome of live cells and in naked genomic DNA incubated with recombinant HSF in vitro (Guertin et al. 2012). Although a subset of sites was bound only in vitro (which could be explained by their inaccessibility in vivo), others were bound only in vivo, presumably owing to structural properties of the chromatin in the nuclear environment and/or protein–protein interactions that are missing in the in vitro experiment.

The clustering of active regulatory elements (promoters and enhancers) in domains of high
RNA polymerase II (RNA Pol II) concentration inside the nucleus, called transcription factories (reviewed in Edelman and Fraser 2012), could favor the spreading of overexpressed MYC to sites that were not previously occupied. Indeed, TSS-associated MYC-binding sites are pre-marked not only by open chromatin marks such as H3K4me3, but also by the presence of RNA Pol II. In cells with high MYC expression, MYC basically covers all the RNA Pol II-bound promoters similarly to a general transcription factor (Li 2003; Guccione et al. 2006; Martinato et al. 2008; Lee et al. 2012; Lin et al. 2012; Nie et al. 2012; A Sabò, T Kress, M Pelizzola, et al., submitted). Of notice, MYC has been reported to interact with RNA Pol II itself (Koch et al. 2007) as well as with general transcriptional regulators such as TFII-I (Roy et al. 1993), TBP (Hateboer et al. 1993), and P-TEFb (Eberhardy and Farnham 2001; Eberhardy 2002; Rahl et al. 2010; Rahl and Young 2014).

MYC interacts with many other transcriptional cofactors that lack sequence specificity (see Hann 2014). One of these is TRRAP (McMahon et al. 1998), a subunit of the histone acetyltransferase (HAT) complexes TFTC/STAGA and NuA4, which contain the HAT subunits GCN5/PCAF and Tip60, respectively (Allard et al. 1999; Doyon et al. 2004; Nagy and Tora 2007). Through the STAGA complex, MYC also interacts with Mediator (Liu et al. 2008). Moreover, MYC associates with the HATs CBP and p300 (Vervoorts et al. 2003), the H3K4me3 demethylases JARID1A/KDM5A and JARID1B/KDM5B (Secombe et al. 2007), the ASH2-MLL methyl-transferase complex (Luscher-Firzlaff et al. 2008), the ATPase ATAD2/ANCCA (Ciro et al. 2009), and different components of the SWI/SNF chromatin-remodeling complex (Cheng et al. 1999; Park et al. 2002; Pal et al. 2003). Furthermore, MYC interacts with corepressor complexes containing the histone deacetylases HDAC1 (Satou 2001; Jiang et al. 2007; Matsuoka et al. 2008) or HDAC3 (Kurland and Tansey 2008), or the DNA methyltransferase DNMT3a (Brenner et al. 2005). In addition to the commonly accepted concept that MYC, or other TFs, can recruit these cofactors to chromatin (Frank et al. 2001, 2003; Bouchard et al. 2004), a particularly interesting scenario is that the interactions with cofactors and with the basal transcription machinery may constitute the rate-limiting steps by which MYC recognizes the restricted set of genomic regions (active or poised promoters) in which it will ultimately bind DNA. Both scenarios may also coexist, leading to a mutual stabilization of the various interacting partners (TFs and cofactors) on chromatin. Whether the interaction of MYC with such a plethora of positive and negative coregulators underlies recognition and regulation of selected gene sets largely remains to be elucidated.

Another plausible mechanism of interaction with the genome is the indirect tethering of MYC to DNA elements distinct from E boxes, driven by the interactions with other DNA-binding proteins (in particular, TFs). Analysis of sequence motifs underlying ChIP-seq signals in ENCODE data sets confirmed that MYC/MAX-binding sites are enriched for the consensus E-box motif, but revealed that a surprisingly vast portion of them (especially when outside promoters) lack an E box, compatible with indirect or assisted DNA binding (Neph et al. 2012). Searching for alternative enriched motifs and comparing with ChIP-seq data for other TFs, the most probable candidates for tethering factors appear to be EGR1, CTCF, CTCFL, GABPA, and AP1 (Neph et al. 2012; Wang et al. 2012), although their functional significance in MYC/MAX recruitment has not been investigated as yet.

Protein–protein interactions between MYC and other sequence-specific TFs were reported in earlier work, and were evoked to explain biological findings that could not be ascribed to the direct binding of MYC to E boxes. For example, although MYC-induced apoptosis depends on dimerization with MAX (Amati et al. 1993b), it appears to require an additional function of the MYC dimerization (HLH-LZ) domain. Indeed, although a chimeric MYC protein with the basic domain of Mad1 was functionally equivalent to wild-type MYC (Nikiforov 2003), a chimera with the whole bHLH-LZ region of Mad1 retained the ability to dimerize with MAX and bound DNA with unaltered sequence specificity, but was unable to
induce apoptosis (James and Eisenman 2002). Besides dimerization with MAX, the MYC HLH-LZ region mediates binding to Miz-1 (Herold et al. 2002) or YY1 (Shrivastava et al. 1993). In various studies, interfering with the Miz-1/MYC interaction led to an impairment of some of the biological activities of MYC, including apoptosis, down-regulation of the CDK inhibitors p15INK4b and p21Cip1, cell-cycle progression, or stimulation of self-renewal (Seoane et al. 2001; Staller et al. 2001; Herold et al. 2002; Patel 2005; Kerosuo et al. 2008; van Riggelen et al. 2010; Wiese et al. 2013).

Although the interaction with Miz-1 occurs in the context of MYC/MAX dimers (Staller et al. 2001), and possibly of their direct contact with DNA, other TFs can interact with monomeric MYC, as shown for the retinoic acid (RA) receptor RARs during RA-induced differentiation of leukemic cells (Uribesalgo et al. 2011). These and other interactions point to specialized functions of MYC within specific signaling pathways, which may coexist with its more general role in transcriptional control. These aspects are beyond the scope of the present review, and will not be discussed in further detail here.

Finally, other activities of MYC on chromatin may not relate to transcription of RNA Pol II-dependent promoters and may be largely MAX independent. Several genes that are transcribed by RNA polymerase III (and that lack discernible E boxes in their regulatory regions) can be induced by MYC also in the absence of MAX or when MYC is truncated and unable to bind MAX (Steiger et al. 2008) probably owing to interaction with the general transcription factor TFIIB (Gomez-Roman et al. 2003; Gallant 2013). MYC has also been found in pre-replicative complexes (where MAX was present only in small, substoichiometric amounts) suggesting that MYC activity in DNA replication could be at least in part MAX (and E-box) independent (Dominguez-Sola et al. 2007; Gallant and Steiger 2009).

In summary, protein–protein interactions with a variety of TFs and cofactors or even proteins of the general transcription or replication machineries could mediate indirect binding of MYC to DNA. Notwithstanding the indications that MYC may be tethered to DNA in the absence of MAX (see above), its main occurrence in cells is as MYC/MAX dimers. Those dimers form in solution, and are most likely directed as such to the correct genomic locations.

TOWARD AN INTEGRATED VIEW OF MYC-GENOME INTERACTIONS

Mechanisms that restrict and regulate the portion of the genome “visible” to TFs appear to be fundamental in higher organisms with large genome, for at least two reasons. If all of the genome were to be accessible, (1) a large excess of genomic DNA would have to be scanned by any given TF before finding the relevant binding sites, and (2) the TF would frequently bind spurious consensus elements at nonfunctional locations in the genome. Based on the evidence discussed so far, we propose that this conundrum is solved by the existence of different modes of interaction of the TF with the genome, and that these modes may occur in succession, restricting sequence-specific DNA binding by the TF to a subset of all potential binding motifs in the genome. This is schematically illustrated here for MYC/MAX dimers (Fig. 1):

1. No binding, even in the presence of potential high-affinity sequence elements: This applies either to silent/repressed regulatory elements or to genomic locations with no regulatory function. MYC/MAX exclusion may be owing to either packing of DNA into an inaccessible heterochromatic state, the lack of positive determinants for recruitment (histone marks and reader proteins), or selective subnuclear compartmentalization.

2. Binding mode 1: Binding to open chromatin via protein–protein interactions, but without direct DNA contacts. We hypothesize that this is the initial step in recruiting MYC to its direct DNA-binding sites in the genome, preceding modes 2 and 3, below. In cases in which MYC is tethered by TFs, we surmise that it may also remain in this state, without progressing to modes 2 or 3. This, however, is a hypothetical state, the existence of which remains to be shown.
3. Binding mode 2: Binding to open chromatin via protein–protein interactions, accompanied by either nonspecific or low-affinity DNA contacts. We hypothesize that this corresponds to a “scanning” mode on DNA, through which MYC/MAX dimers find high-affinity binding sites (mode 3).

4. Binding mode 3: Same as above, but stabilized by high-affinity DNA contacts (E box...
or variants). The transition from mode 2 to 3 is supported by structural and biophysical studies of bHLH and bHLH-LZ proteins, and in particular of MAX-containing homo- or heterodimers. Once formed, the dimers expose the basic regions (which are short α-helical stretches) in the proper conformation for insertion into the DNA major groove (see Conacci-Sorrell et al. 2014). This interaction with DNA can occur without any sequence requirement. Available data are consistent with a two-step binding mechanism characterized by the fast and unspecific association of the dimers to DNA (low-affinity binding, or mode 2), followed by a slow conformational rearrangement when specific side chains within the basic region recognize their target DNA sequence (high-affinity binding, or mode 3) (Cohen et al. 1995; Sha et al. 1995; Cave et al. 2000; Sauvé et al. 2007).

We thus propose that modes 1, 2, and 3 occur in succession (Fig. 1), with MYC/MAX heterodimers being first recruited to selected chromatin domains (i.e., active promoters or enhancers) via protein–protein interactions (mode 1). This step may be extremely transient or even negligible, being almost simultaneously accompanied by DNA contacts with no requirement for sequence specificity (mode 2). Scanning of the DNA sequence locally would then lead to stabilization of the dimer on medium/high-affinity sites (mode 3). It is noteworthy that higher-order chromatin structures (e.g., transcription factories) may also favor the spreading of MYC to open chromatin domains that occur in close spatial proximity to high-affinity MYC-binding sites.

It is important to note that in ChIP-seq profiles, which provide an average readout for whole cell populations, the aforementioned binding modes would lead to a continuum of DNA-binding intensities, as indeed observed (Nie et al. 2012; Perna et al. 2012). This ranges from barely detectable ChIP signals corresponding to mode 1 (that most probably occur randomly in different domains in each cell and thus contribute to low/dilute signals at the population level) to strong signals corresponding to mode 3. Thus, a homogeneous binding distribution, should not a priori be interpreted as a progressive unimodal interaction of MYC with the genome (Nie et al. 2012), but may instead conceal different binding modes, such as those proposed above. Consistent with this hypothesis, when compared with promoters with no MYC at all, promoters with the lowest MYC signals in serum-stimulated fibroblasts were already enriched for CpG islands (taken here as surrogate marker of active chromatin) but not for E boxes. Higher levels of MYC binding, instead, enriched both for CpG islands and E boxes, indicative of sequence-specific DNA binding (Perna et al. 2012). At the lower end of the scale, modes 1 and 2 may include promoters that are not significantly bound at physiological MYC levels, and should probably not be called as “targets.” That these promoters show enhanced cross-linking in cells with overexpressed MYC is anticipated by our model, but does not per se prove that MYC binds those low-affinity sites in a productive manner leading to transcriptional modulation.

Finally, it is noteworthy here that the X-ray structure of MYC/MAX dimers suggests that these may form heterotetramers (Nair and Burley 2003), which in turn may simultaneously bind to two sites on DNA. This would provide a rationale for the existence of cooperative DNA binding, although biochemical results in this regard remain contradictory (Walhout et al. 1997; Vervoorts and Luscher 1999; Lebel et al. 2007). Another appealing effect of MYC/MAX tetramerization would be to control the formation of long-range chromatin loops, potentially mediating interactions between promoters and enhancers.

**IMPLICATIONS FOR TRANSCRIPTIONAL CONTROL**

The binding dynamics of a TF with DNA, rather than levels of occupancy, may determine transcriptional output. For yeast Rap1, for example, long residence times at promoters were associated with transcriptional activation, whereas fast-binding turnover coincided with low tran-
scriptional output, even in conditions of similar overall occupancy (Lickwar et al. 2012). Standard ChIP experiments (whether ChIP-PCR, ChIP-chip, or ChIP-seq) do not provide information on binding dynamics, and such information is lacking altogether for MYC/MAX. Yet, it is tempting to speculate that increased residence time on high-affinity DNA elements (i.e., decreased off-rate) may lead to enhanced transcriptional output. Low-affinity binding sites may not necessarily be less important in dictating transcriptional output, in particular when present in clusters. Such clusters may lead to either cooperative binding, which can induce sharp (i.e., digital) transcriptional responses as seen during developmental processes (Segal et al. 2008), or noncooperative binding, which can lead to gradual (i.e., analogic) transcriptional effects, as seen in response to environmental stimuli (Giorgetti et al. 2010). Interestingly, E-box motifs are quite abundant and can occur in proximity of each other. From ENCODE data, for example, we can deduce that ~10% of MYC-binding sites can be found within 100 bp from other MYC/MAX sites in nonrepetitive regions (deduced from Fig. 2b and Table S4 in Wang et al. 2012). An intriguing hypothesis, which has been proven for Spi-1/Pu.1 (Ridinger-Saison et al. 2012), would be that clustered binding sites mark genes that are transcriptionally induced, versus repressed or nonregulated genes. In this regard, a weak degree of correlation has been observed between the numbers of E boxes on promoters and gene expression (Nie et al. 2012). It is noteworthy that both for Spi-1/Pu.1 and MYC, the distance of binding motifs from the TSS seemed to correlate with target gene expression (Nie et al. 2012; Ridinger-Saison et al. 2012).

An important conundrum to be resolved is whether MYC directly controls the transcriptional output of most, if not all, active promoters in cells (Lin et al. 2012; Nie et al. 2012) and whether it does so either at physiological or pathological levels (see Levens 2013; Rahl and Young 2014). Although it is clear that a sizable proportion of active promoters is already bound at physiological (low) MYC levels, in our view rigorous peak calling in ChIP-seq data does not allow qualifying all active promoters as “targets” (A Sabò, T Kress, M Pelizzola, et al., submitted), making it difficult to view MYC as a general transcriptional amplifier in those conditions (Nie et al. 2012). MYC overexpression, on the other hand, leads to “invasion” of all active promoters (see above), accompanied—at least in the cell types examined so far—by a general increase in transcriptional activity (Lin et al. 2012; A Sabò, T Kress, M Pelizzola, et al., submitted). However, whether MYC productively interacts with all those promoters to directly amplify their transcriptional output remains to be conclusively shown. An alternative interpretation, not ruled out by presently available data, is that transcriptional amplification may be an indirect consequence of MYC-induced alterations in cellular physiology and/or signaling pathways, themselves regulated by restricted groups of target genes, which may be either up- or down-regulated by MYC. For example, MYC is well known to positively affect cell growth (i.e., cell size) (Iritani and Eisenman 1999; Johnston et al. 1999; Schuhmacher et al. 1999) and mitochondrial energy metabolism (Li et al. 2005; Graves et al. 2012). An important body of parallel literature has correlated these cellular parameters with general increases in transcriptional activity, a phenomenon observed across the eukaryotic evolutionary spectrum, well before the appearance of MYC (reviewed in Marguerat and Bähler 2012).

CONCLUSIONS AND FUTURE PERSPECTIVES

We have presented here the model that in our view best approximates the existing data on MYC-chromatin interactions at the genome-wide level (Fig. 1). This model also highlights some questions that remain to be addressed for a better understanding of these interactions and of their consequences for transcriptional control. We can outline the following:

1. An important missing link regards the nature of the forces that drive the transcription factor to the correct subset of genomic domains, whether protein–protein interac-
tions (Fig. 1, mode 1), chromatin accessibility, higher-order nuclear organization, or a combination thereof. In particular, it remains unclear whether the rate-limiting steps lie prevalently in the interaction with general components of the transcriptional machinery—and with which of these components exactly—or with specific TFs, perhaps in a context-dependent manner on specific subsets of genes (e.g., Cheng et al. 2006).

2. Another important question is whether sequence-specific DNA binding (Fig. 1, mode 3) is systematically required for the engagement of MYC into selective and productive gene-regulatory interactions, or whether it simply stabilizes a state that can occur on any generic DNA segment (mode 2). If recognition of chromatin context is indeed preliminary to sequence recognition, MYC mutants that are impaired in the latter should still distribute to active promoters when overexpressed, but should no longer show preferential binding to high-affinity promoters. From earlier work, such mutants are impaired in E-box-dependent transactivation and cellular transformation (Amati et al. 1992, 1993a,b; Kretzner et al. 1992), but may retain some regulatory and biological activity (Cowling and Cole 2007), as also suggested by the existence of MAX-independent functions of MYC in *Drosophila* (Steiger et al. 2008; Gallant 2013).

3. Another key question—not discussed in this review—regards the mechanisms through which MYC regulates transcription. Consistent with the fact that it binds active promoters with preloaded RNA Pol II, MYC promotes transcriptional elongation (see Rahl and Young 2014). MYC also regulates histone acetylation (e.g., Bouchard et al. 2001; Frank et al. 2001) and possibly nucleosome remodeling (e.g., Cheng et al. 1999). How these mechanisms come together to determine MYC-dependent gene regulation remains to be determined.

4. Finally, a major question regards the scale of transcriptional regulation by MYC. In particular, it remains unclear whether MYC acts as a rheostat, directly amplifying the transcriptional output from all active promoters (Lin et al. 2012; Nie et al. 2012), or whether it achieves this effect indirectly, through selective up- and down-regulation of specific target genes (Eilers and Eisenman 2008; Herrkert and Eilers 2010) that in turn cause the observed changes in general transcriptional activity. In this regard, it is important to consider that general transcriptional amplification and specific regulatory cues (either positive or negative) are not contradictory, and may well coexist in cells. Although the net outcomes of direct versus indirect amplification would be very similar, the underlying molecular mechanisms are dramatically different. New quantitative data and predictive modeling will be required to discriminate between those alternative scenarios.
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